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Only lower and upper bounds on the guantum capacity, super-additivity of
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(slightly better upper bounds known)

How many qubits do we need to coherently manipulate to witness super-additivity?

We show Pnite resources converse bound: |1$D (n;e) < @Z (N;e¢)

(where Z, is the qubit dephasing channel)
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