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- Precise information-theoretic meaning in [4]!
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- Main result in [4]:
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\end{aligned}
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- By proving this, we also generalize (i) to the one-shot case: $c^{\epsilon} \approx I_{\max }^{\epsilon}(X: R)_{\omega}$
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- New one-shot protocol based on quantum-proof randomness extractors:

| $R$ | $R$ |
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Idea: extract all randomness from measurement data and only send the rest from Alice to Bob to simulate the measurement
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- Extension: quantum instrument simulation
- Extension: explicit protocols


## Thanks!

